NLRBERZE =M= P —§

Artificial Intelligence Art and Aesthetics Concerts
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Al Inspired Art Workshop & Performance by Tomomi Adachi
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November 11 (Sat), 2017 OIST Center Bldg. LevelB254 14:00-17:00
Open Workshop (2.5h), Performance (30min)
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November 12 (Sun), 2017 OIST Center Bldg. LevelB254 11:30-13:00
Open Workshop (1h), Performance (30min)
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Concerto for voice and audience with live score generated by misled AI (2017)
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Unreasonable reading of AI Synthesized Poetry: Raoul Hausmann + Kokin Wakashi (2017)
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[Program Notes]

Concerto for voice and audience with live score generated by misled AI (2017)
This piece focuses on interactive processes between neural networks and human beings with
multi-layered relationships. Three different neural networks are used in the process.

In the first stage, some new characters, which were synthesized by a neural network from Chinese
characters and Raoul Hausmann’s visual poem, were tried to establish proper pronunciations by
mutual process between Adachi and a neural network. Everyday he pronounced the characters for
the neural network following the shape of the characters without any other notations, the neural
network storages the sound patterns and classifies. This part is a parallel process of neural networks
of human brain and computer. In the final stage, the neural network analyses his voice performance,
classifies the voice movement to the specific characters, the classification is transformed to some
instructions to audience and guest performers in realtime. At the same time, the neural network
plays some recorded samples which was generated by a neural network leaning Adachi’s voice. The
voice performance reacts to both the sounds from the audience and the guest performers as well as
the synthesized voices. In this final stage, an extremely complex network, which involves all peoples
and machine in the place around the voice performance and gestures of the neural network, is

realised.

Unreasonable reading of AI Synthesized Poetry: Raoul Hausmann + Kokin
Wakashi (2017)

This is a conceptual reading of Adachi’s visual poem “Al Synthesized Poetry: Raoul Hausmann +
Kokin Wakashtu”. A neural network generated the visual poem as a synthesized image of Raoul
Hausmann’s visual poem and a calligraphy of poems by Fujiwara no Okikaze in the 10th century in
Japan, both were written on Japanese paper. There is not any cue how to read, Adachi tries to read it
with his voice with a help of his invented technology. A basic attitude is that writing gesture and

reading gesture are the same, it was inspired by essay on Dance by Stéphane Mallarmé.

For each piece, Raoul Hausmann, German Dadaist is a main reference. He left some collage works
which suggest a new image of man-machine, especially a transition between human brain and

mechanics in a highly political context.

[Profile] Tomomi Adachiisa performer/composer, sound poet, instrument builder and visual
artist. Known for his versatile style, he has performed his own voice and electronics pieces, sound
poetry, improvised music and contemporary music, also presented site-specific compositions,
compositions for classical ensembles, choir pieces for untrained musicians in all over the world
including Tate Modern, Maerzmusik, Centre Pompidou, Poesiefestival Berlin and Walker Art Center.
He has been working with a wide range of materials; self-made physical interfaces and instruments,
brainwave, artificial satellite, twitter texts, 3D printer and even paranormal phenomenas. As the
only Japanese performer of sound poetry, he performed Kurt Schwitters' "Ursonate" as a Japan
premiere in 1996. CDs include the solo album from Tzadik, Omegapoint and naya records. He was a
guest of the Artists-in-Berlin Program of the DAAD for 2012.



